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Abstract. Observations made during the TWP-ICE campaign are used4

to drive and evaluate multiple cloud-resolving models with periodic bound-5

ary conditions. Thirteen simulations include 2D and 3D dynamics, one- and6

two-moment microphysics, several variations on large-scale forcing, and the7

use of observationally derived aerosol properties to prognose droplet num-8

bers. Starting with a 6-day active monsoon period, all simulations reproduce9

mean surface precipitation rate but not its distribution. Simulated areas cov-10

ered by convective and stratiform rain are uncorrelated, and are variably over-11

predicted by up to a factor of ∼2. Simulated stratiform area fraction is strongly12

anticorrelated with outgoing longwave radiation (OLR) but is negligibly cor-13

related with ice water path (IWP), indicating that ice spatial distribution14

controls OLR more than IWP. Nearly all simulations exhibit a ratio of re-15

flected shortwave radiation (RSR) to OLR that is bounded by observational16

uncertainty; within a given model, simulations with greater stratiform area17

tend to exhibit decreases in OLR that are offset ∼1:1 by increases in RSR.18

After ∼10 days, simulations reach a suppressed monsoon period with a widened19

range of mean precipitable water vapor, attributable in part to varying over-20

prediction of cloud-modulated radiative flux divergence. Differences across21

the simulation ensemble arise from multiple sources, including dynamics, mi-22

crophysics, and radiation treatments. Close agreement of spatial and tem-23

poral averages with observations may not be expected in this modeling frame-24

work, but the wide spreads of predicted stratiform fraction and correlated25

Studies, New York, NY, USA.
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OLR indicate a need for more rigorous assessment of the underlying micro-26

and macrophysical properties of convective and stratiform structures.27

2University of Toulouse/CNRS, Toulouse,
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1. Introduction

The Tropical Warm Pool–International Cloud Experiment (TWP-ICE) took place over28

and around Darwin, Australia, from 20 January through 13 February 2006. According29

to May et al. [2008], TWP-ICE is “the first field program in the tropics that attempted30

to describe the evolution of tropical convection, including the large-scale heat, moisture,31

and momentum budgets at 3-hourly time resolution, while at the same time obtaining32

detailed observations of cloud properties and the impact of the clouds on the environ-33

ment.” The experiment specifically focused on the properties of outflow cirrus, aiming34

to document their relationship to environmental conditions. The experimental domain35

(Figure 1) was centered on a highly instrumented site operated by the US Department of36

Energy (DOE) Atmospheric System Research (ASR) program and a C-band polarimetric37

(C-POL) weather radar operated by the Australian Bureau of Meteorology, surrounded by38

a 3-hourly sounding array (Table 1) and surface energy budget sites. TWP-ICE was also39

coordinated with the Aerosol and Chemical Transport in tropIcal conVEction (ACTIVE)40

program, funded by the UK Natural Environment Research Council, which gathered ex-41

tensive in situ measurements of environmental aerosol properties [Vaughan et al., 2008].42

The data gathered during TWP-ICE and ACTIVE are now archived at the Atmospheric43

Radiation Measurement (ARM) Climate Research Facility (ACRF) and the British At-44

mospheric Data Centre, respectively.45

A principal motivation for TWP-ICE and the organizations that funded it is the im-46

provement of the climate projection skill of general circulation models (GCMs), which are47

hindered by inadequate representation of cloud properties and their relationship to envi-48

FR.
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ronmental conditions [e.g., Randall et al., 2007]. Since cloud properties vary on short tem-49

poral and spatial scales that are not well resolved in GCMs, approaches to improve GCM50

cloud representation have commonly included direct or indirect use of cloud-resolving51

models (CRMs) [e.g., Randall et al., 2003a]. With the explicit goal of using CRMs to52

improve climate models, under the auspices of the World Meteorological Organization,53

a primary activity of the Global Energy and Water-Cycle Experiment (GEWEX) Cloud54

Systems Study (GCSS) program has been the organization of intercomparison studies in55

which modeling groups worldwide are invited to participate [Randall et al., 2003b]. The56

first GCSS modeling study of deep convective processes, based on the Tropical Oceans57

Global Atmosphere Coupled Ocean-Atmosphere Research Experiment (TOGA-COARE),58

included both CRMs and single-column models (SCMs) [Moncrieff et al., 1997; Wu et al.,59

1998, 1999; Wu and Moncrieff , 2001a; Redelsperger et al., 2000; Bechtold et al., 2000].60

SCM and CRM simulations of midlatitude continental convection were next compared61

based on observations at the ACRF Southern Great Plains (SGP) site [Ghan et al., 2000;62

Xu et al., 2002; Xie et al., 2002, 2005]. Later GCSS convection studies focused on the63

transitions from shallow to deep convection over tropical land [Grabowski et al., 2006] and64

from suppressed to deep convection over tropical ocean, and included analysis of global65

atmospheric models, in addition to CRMs and SCMs [Petch et al., 2007; Willett et al.,66

2008; Woolnough et al., 2010]. A number of related studies have used a similar approach67

to investigate the sensitivity of a single CRM or SCM over a much wider parameter68

space than can generally be accommodated in a multi-model study [e.g., Grabowski et al.,69

3Pacific Northwest National Laboratory,
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1996, 1998; Wu et al., 1998; Grabowski et al., 1999; Wu et al., 1999; Wu and Moncrieff ,70

2001a, b].71

Here we present the results of a CRM study based on data gathered during the72

TWP-ICE and ACTIVE programs. The specification for CRM initialization and forcing73

[Fridlind et al., 2010] was developed jointly through the DOE ARM, GCSS, and Strato-74

spheric Processes And their Role in Climate (SPARC) programs. SPARC participation75

was motivated by the goal of understanding the influence of tropical deep convection on76

water vapor concentrations and convective transport through the tropical tropopause. A77

unique aspect of this case is the availability of an idealized aerosol number size distribu-78

tion profile, composed of three lognormal modes with fixed geometric mean radius and79

standard deviation and number concentrations that vary with altitude (see Section 2),80

derived from measurements as described in Fridlind et al. [2010]. To our knowledge this81

is the first CRM comparison study to provide a vertically varying profile of aerosol size82

distribution properties; the inclusion of modal information extends upon the simpler spec-83

ification of total number concentration profile provided by Barth et al. [2007]. Whereas84

the work presented here focuses only on 2D and 3D CRM simulations with fully periodic85

boundary conditions (a framework used most commonly in combination with SCM simu-86

lations), three complementary studies based on TWP-ICE data have been simultaneously87

conducted using SCMs (Laura Davies, manuscript in preparation), limited-area models88

(LAMs) with open boundary conditions and nested grids (P. Zhu et al., A limited area89

model (LAM) intercomparison study of a TWP-ICE active monsoon mesoscale convective90

event, manuscript submitted to Journal of Geophysical Research, 2011), and GCMs oper-91

Richland, WA, USA.
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ated in short-term forecast mode (Yanluan Lin, manuscript in preparation). A summary92

and comparison of all four studies will focus on common and contrasting results as well93

as methodological issues (Jon Petch, manuscript in preparation).94

TWP-ICE data have already been widely used in other modeling studies. Among those95

focused primarily on dynamics and precipitation, several analyzed CRM dynamical be-96

haviors under TWP-ICE conditions to inform GCM parameterization development [Wu97

et al., 2009; Del Genio and Wu, 2010; Wang and Liu, 2009]. Zhang [2009] used large-98

scale data to directly study closure assumptions in convective parameterization. Song99

and Zhang [2011] found that implementation of a two-moment microphysics scheme im-100

proved SCM representation of stratiform precipitation under TWP-ICE conditions. And101

Wapler et al. [2010] concluded that judiciously formulated LAM simulations could rea-102

sonably reproduce observed precipitation rate statistics. Among studies focused more103

on ice properties, Wang et al. [2009b] found substantial discrepancies between simulated104

and observed ice cloud properties in all the CRM simulations they considered. Wang105

et al. [2009a] found that SCM radiative fluxes are sensitive to the representation of ice106

properties that are not directly constrained by ground and satellite measurements. Other107

studies reported on the sensitivity of simulated microphysical, dynamical, and radiative108

processes to changes in aerosol specification and ice nucleation assumptions [Fan et al.,109

2010b, a; Morrison and Grabowski , 2011]. In a companion study using 3D simulations110

from this study, Varble et al. [2011] have also examined the characteristics of precipitating111

cloud structures in greater detail.112

4National Center for Atmospheric
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Here we first briefly describe the specification for CRM initialization and forcing (Sec-113

tion 2), the CRMs used (Section 3), and the observational data sets used to evaluate the114

simulations (Section 4). Most aspects of the specification are based on methodologies115

developed for earlier GCSS cases, and like all prior GCSS studies cited above, this work116

compares observed and simulated thermodynamic variables, hydrometeor paths, and pre-117

cipitation rates. Each prior study also addressed specific focus areas, such as the treatment118

of boundary conditions and large-scale forcing terms [e.g., Ghan et al., 2000] or the effect119

of adding basic model features such as the ice phase or a third spatial dimension [e.g.,120

Redelsperger et al., 2000]. In this paper we focus on the following questions: (i) do simu-121

lations and observations agree within experimental uncertainties and (ii) how robust does122

the methodology used here appear for producing realistic simulations? These questions123

are addressed in Section 5, and results summarized in Section 6.124

2. Case Description

Over the month-long TWP-ICE campaign, Darwin experienced active monsoon con-125

ditions only during the first week, culminating with the passage of a large mesoscale126

convective system (MCS) directly through the center of the observational domain on 23–127

24 January, followed by suppressed monsoon conditions through 3 February, and monsoon128

break conditions thereafter [May et al., 2008]. This study focuses only on the active and129

suppressed periods. Although the TWP-ICE experimental domain contains both land130

and ocean, the low-lying land areas become saturated during monsoon periods, behaving131

in a manner that is maritime in nature. To allow CRM representation of relatively slowly132

developing and advecting monsoon features (such as cold pools) over the TWP-ICE re-133

Research, Boulder, CO, USA.

D R A F T July 21, 2011, 10:42pm D R A F T



FRIDLIND ET AL.: COMPARISON OF TWP-ICE DATA WITH CRM RESULTS X - 9

gion in a framework that remains as simple as possible, the following idealized marine134

conditions are specified [additional details in Fridlind et al., 2010]:135

1. model domain footprint representative of the TWP-ICE observation domain (circa136

176 x 176 km),137

2. sea surface temperature fixed at 29◦C (interactive surface fluxes),138

3. fully-periodic horizontal boundary conditions,139

4. surface albedo fixed at 0.07 in all shortwave bands,140

5. interactive diurnal radiation with domain centered on the Darwin ACRF site141

(12.425◦S, 130.891◦E),142

6. run time of 16 days (0Z 18 January to 0Z 3 February 2006),143

7. horizontally uniform nudging of horizontal winds above 500 m to the mean observed144

profiles with a two-hour time scale,145

8. application of large-scale forcings derived from observations [Xie et al., 2010],146

adopted at full strength below 15 km, linearly decreasing above to zero strength at 16 km,147

and148

9. horizontally uniform nudging of mean water vapor and potential temperature to149

mean observed profiles with a six-hour time scale, adopted at full strength above 16 km150

and linearly decreasing below to zero strength at 15 km (baseline) or adopted at full151

strength above 1 km and linearly decreasing below to zero strength at 0.5 km (optional152

sensitivity test).153

5Met Office, Exeter, UK.
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Nudging of water vapor and potential temperature in the upper troposphere was found154

to be necessary to keep simulated environmental conditions realistic aloft, consistent with155

an understanding that large-scale forcings are poorly constrained by measurements above156

about 15 km [cf. Petch et al., 2007; Morrison and Grabowski , 2011]. An optional sensi-157

tivity test with nudging extended down to the lower troposphere was included because158

drift of simulated conditions from observations at lower elevations was found to influence159

the strength and depth of convection and the area covered by stratiform precipitation.160

Horizontally uniform application of all nudging terms preserves variations from the mean.161

Input files are archived as described in Appendix A. These include an idealized profile162

of aerosol size distribution properties that was derived from observations during the active163

period (Figure 2) as described by Fridlind et al. [2010].164

Allowing 36 hours of model spin-up, analysis here and in companion studies is focused165

on several time periods after 12Z on 19 February (day of year range in parentheses):166

1. 6 days of active monsoon conditions (19.5-25.5),167

2. 6 days of suppressed monsoon conditions (27.5-33.5), and168

3. three shorter periods of intense precipitation during the active monsoon (19.5-20.625,169

22.125-23.125, and 23.125-24.5), referred to hereafter as events A, B, and C.170

3. Simulations

Simulations include ten combinations of dynamics and microphysics. Six dynamics171

models were used: the Distributed Hydrodynamic-Aerosol-Radiation Model Application172

(DHARMA) [Stevens et al., 2002; Ackerman et al., 2000], the Eulerian semi-Lagrangian173

6Department of Atmospheric Science,
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model (EULAG) [Smolarkiewicz and Margolin, 1997], the Iowa State University 2D Cloud174

Resolving Model (ISUCRM) [Wu et al., 2008], the Meso-NH Atmospheric Simulation175

System (MESONH) [Lafore et al., 1998], the System for Atmospheric Modeling (SAM)176

[Khairoutdinov and Randall , 2003], and the UK Met Office Large Eddy Model (UKMO)177

[Shutts and Gray , 1994; Petch and Gray , 2001]. All model dynamics are based on anelastic178

equations, but with varying treatments of subgrid turbulence, surface flux, radiative trans-179

fer, advection, and time-stepping schemes. General model features and optional setup180

parameters are summarized in Table 2. Three groups submitted the optional sensitivity181

test (with nudging added throughout the free troposphere to offset accumulation of errors;182

see Section 2); the sensitivity test simulations are identified with an “s” (DHARMA-1s,183

EULAG-2s, and SAM-2Ms).184

Simulated convective outflow is expected to be sensitive to the microphysics scheme [e.g.,185

Wang et al., 2009b; Fan et al., 2010b], which can be classified in terms of the number of186

prognostic variables used for condensed water. The one-moment schemes (DHARMA-1187

and MESONH-1) prognose only 4–5 hydrometeor mixing ratios, whereas the two-moment188

schemes additionally prognose 1–5 number concentrations (see Table 2). EULAG-2 uses189

a single size distribution for all ice that is further characterized by a prognostic rimed190

mass fraction [Morrison and Grabowski , 2007, 2008a, b]. Here each simulation moniker191

includes either a “1” to indicate one-moment (no number concentrations prognosed) or a192

“2” to indicate two-moment (at least one number concentration prognosed). Simulations193

identified with “2M” use versions of the two-moment [Morrison et al., 2009] scheme.194

Colorado State University, Fort Collins, CO,
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Other analyses of these simulations may use differing naming conventions [e.g., Varble195

et al., 2011].196

Of the four schemes that prognose cloud droplet number concentration (Nc), DHARMA-197

2M and SAM-2M used the vertically varying trimodal aerosol profile provided. In198

DHARMA-2M, the aerosol in each mode were advected and relaxed to their initial mean199

profiles with a six-hour time scale, whereas in SAM-2M the number concentrations were200

fixed. In EULAG-2, the three modes were populated with vertically uniform number con-201

centrations of 295, 95, and 0.4 cm−3, respectively. In MESONH-2, an activation spectrum202

was fitted using the diameter and standard deviation of the middle specified mode and203

the number concentration of 130 cm−3 specified at 1500 m in altitude. Nc was fixed at204

240 cm−3 in UKMO-2A and UKMO-2B and at 100 cm−3 in the remaining schemes.205

While it is beyond the scope of this paper to provide an exhaustive comparison of206

the microphysical processes, the mechanisms of primary and secondary ice nucleation are207

listed in Table 2 owing to their expected importance in simulation results [e.g., Fan et al.,208

2010b]. Most simulations include a single diagnostic equation for the number concentra-209

tion of heterogeneous ice nuclei that form ice crystals directly from the vapor phase in the210

deposition or condensation modes when the air is supersaturated with respect to ice or wa-211

ter, expressed as an exponential function of supercooling only [Koenig and Murray , 1976,212

ISUCRM-2 uses their Eqn. 13 with A06=464 m−3 and A07=12 in SI units] or supersatu-213

ration only [Meyers et al., 1992, DHARMA-2M, EULAG-2, MESONH-2, SAM-2M, and214

all UKMO schemes use their Eqn. 2.4 with a = −0.639 and b = 0.1296]. DHARMA-2M,215

EULAG-2 and UKMO-2M set a limit of 100 L−1 on the resulting number concentration.216

USA.
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MESONH-1 uses the same equation to directly diagnose cloud ice concentration [Pinty217

and Jabouille, 1998]. Most schemes independently diagnose ice nuclei active in the con-218

tact mode as an exponential function of supercooling only based on Meyers et al. [1992,219

DHARMA-2M, EULAG-2, MESONH-2, SAM-2M and UKMO-2M use their Eqn. 2.6 with220

a = −2.80 and b = 0.262] or Young [1974, UKMO-2A and UKMO-2B use his Eqn. 12221

with Na0 = 2000 m−3]. Most models that include immersion freezing assume a stochastic222

treatment that is an exponential function of supercooling only, based on Bigg [1953]; the223

only exception is DHARMA-1, which diagnoses a number concentration of heterogeneous224

immersion nuclei as an exponential function of temperature only [Grabowski , 1999, his225

Eqn. A.20], based on Fletcher [1962]. Most models include near-instantaneous homo-226

geneous freezing of activated cloud droplets and/or rain drops at temperatures colder227

than roughly −35◦C [e.g., Pinty and Jabouille, 1998]. Freezing of unactivated aerosol at228

colder temperatures and higher supersaturations is included only in MESONH-2, based229

on Kärcher and Lohmann [2002]. Secondary nucleation processes are Hallett-Mossop rime230

splintering and snow breakup (one or both included in most simulations, see Table 2).231

Submitted model results are archived for public use as described in Appendix A.232

Archived results for 3D models include Rayleigh radar reflectivities that have been in-233

dependently calculated using uniform assumptions [Varble et al., 2011], which are used234

here. Numerous non-standard diagnostics were requested for comparison with specific235

observational data streams [see Fridlind et al., 2010], which resulted in most participants236

running computationally intensive simulations more than once to increase compliance237

7Science Systems, and Applications, Inc.,
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with the full specification. Since a principle objective of this study is to compare a va-238

riety of simulations with the observations (rather than with one another), three unique239

simulations that do not hew precisely to the full specification have been included here. In240

ISUCRM-2, which is valuable as one of only two 2D models, nudging of tropospheric wa-241

ter vapor and potential temperature aloft is neglected, which has little impact on overall242

convective fluxes and precipitation by specification design (aside we note that reported243

horizontal wind direction is also reversed, to which results are invariant in this modeling244

framework). In MESONH-1 and MESONH-2, which include unique graupel schemes [cf.245

Varble et al., 2011], meridional winds are not consistent with the specification. However,246

meridional winds are neglected by definition in 2D simulations, and zonal winds are con-247

sistent with the large-scale forcing data set in all simulations. All diagnostics were made248

optional owing to the long list requested [see Fridlind et al., 2010]; if a diagnostic is not249

available for a given simulation, then that simulation is omitted from evaluation against250

measurements in the following without further comment.251

4. Observations

In this paper, emphasis is placed on wide-domain observational data sets rather than252

individual point and profile measurements. To bridge the spatial scale mismatch between253

CRMs and data derived from scanning radar, satellite imaging, or global analysis mod-254

els, CRMs reported some diagnostics at a coarsened horizontal resolution, ranging from255

2.5 km (scanning radar) to 55 km (global analysis). By contrast, it is not possible to256

directly manipulate CRM fields to bridge the mismatch between the model grids and very257

high spatial resolution point and column measurements. Taking precipitation rate as an258

Hampton, VA, USA.
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example, averaging times of 5–15 minutes have been found to be optimal in point com-259

parisons of integrating rain gauge measurements with instantaneous precipitation radar260

measurements at 2-km horizontal resolution [Habib and Krajewski , 2002]. Even if it were261

in principle possible to find an optimal averaging time for intercomparison of each point262

or column data source with each CRM horizontal grid spacing (0.9–3 km from Table 2),263

statistical results would still be challenging to robustly use for constraining models, as264

evidenced by the difficulties encountered comparing precipitation radars (roughly compa-265

rable to CRM grid cell size) and rain gauges [e.g., Nikolopoulos et al., 2008]. Past work266

has furthermore indicated that average collocated radar-gauge precipitation measurements267

should not be expected to agree to better than about 10% until 20 or so convective events268

are sampled [Habib and Krajewski , 2002, and references therein], far more than sampled269

here. Additional point and column measurements will be considered in future work.270

Original data were downloaded from the ACRF online archive unless otherwise indi-271

cated. Processed values have been archived for public use in a CF-compliant format (see272

Appendix A).273

4.1. C-band Polarimetric (C-POL) Radar

Data obtained from the 5.5–cm-wavelength scanning C-POL radar at Darwin [Keenan274

et al., 1998] are gridded reflectivities at 0.5-km vertical resolution and retrieved precip-275

itation rate an elevation of 2.5 km and 1-km vertical resolution. All data are reported276

at 2.5-km horizontal resolution and 10-min frequency throughout the TWP-ICE domain277

(bounded by sites listed in Table 1). Recalibrated data were provided by Peter May.278

8Department of Earth, Ocean and
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Uncertainty in retrieved precipitation rate is estimated to be 25% at rain rates above279

10 mm h−1 and 100% at the lowest reported rain rates. Uncertainty in mean rain rates280

is 25% over the suppressed period based on a grid-cell-by-grid-cell sum but a bit higher281

during the active period (33%); we use 25% as a representative value for all times since282

Atmospheric Science, Florida State

University, Tallahassee, FL, USA.

9NASA Langley Research Center,

Hampton, VA, USA.

10Department of Geological and

Atmospheric Sciences, Iowa State

University, Ames, IA, USA.

11Department of Atmospheric Sciences,

Texas A&M University, College Station,

TX, USA.

12Department of Atmospheric Sciences,

University of Utah, Salt Lake City, UT,

USA.

13Lawrence Livermore National

Laboratory, Livermore, CA, USA.

14Institute for Planetary and Terrestrial

Atmospheres, Stony Brook University,

Stony Brook, NY, USA
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the difference during the active period does not impact conclusions. Uncertainty of the283

occurrence frequency over a range of rates (e.g., 2–20 mm h−1) is found by recalculating284

the frequencies in each range with uncertainty added or subtracted; the uncertainty range285

is then taken as the minimum and maximum percentages found in each rain rate category.286

We identify the fractional area covered by convective and stratiform rain over the TWP-287

ICE domain using C-POL reflectivity as described in Appendix B. Uncertainty in the288

fractional areas is estimated by applying the same algorithm to reflectivity fields with289

the grid cell uncertainty of approximately 1 dBZ added or subtracted. Resulting rela-290

tive uncertainty in the convective and stratiform area fractions is within 20% and 5%,291

respectively, during both active and suppressed periods.292

Retrieved profiles of latent heating rate over the TWP-ICE domain were based on a293

separate processing of C-POL raw data, including gridding at 2-km rather than 2.5-km294

resolution. For comparison with simulations here, latent heating rate profiles are normal-295

ized by the ratio of surface precipitation rate in the large-scale forcing data set to vertically296

integrated latent heating rate, which is computed using time-dependent thermodynamic297

profiles also obtained from the large-scale forcing data set. Latent heating rate profiles298

are compared with model results on a qualitative basis.299

4.2. Disdrometer and Tipping Bucket Rain Gauges

A Joss-Waldvogel disdrometer and two tipping bucket rain gauges operated by the300

National Oceanic and Atmospheric Administration (NOAA) recorded precipitation rate301

at 1-min and 10-s resolution, respectively. 10-min mean and average values are discussed302

briefly in the context of C-POL domain-wide statistics.303
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4.3. Visible Infrared Shortwave-Infrared Split-Window Technique (VISST)

Retrievals

Broadband top-of-atmosphere (TOA) outgoing longwave radiation (OLR), shortwave304

albedo, and ice water path (IWP) are derived from radiances measured by the imager on305

the geostationary satellite MTSAT-1R. The OLR and shortwave albedo were derived from306

the 10.8-µm and 0.73-µm radiances, respectively, following the approach of Minnis and307

Smith [1998] with modifications similar to those described by Khaiyer et al. [2010]. The308

relevant MTSAT-1R channels were calibrated against the corresponding spectral channels309

on the Terra MODerate-resolution Imaging Spectroradiometer. The cloud properties were310

derived using the methods of Minnis et al. [2008, 2011a] to detect cloudy pixels and retrieve311

cloud properties such as phase, effective particle size, and optical depth. IWP is computed312

from the product of the last two parameters for ice-cloud pixels, and therefore may include313

contributions from liquid underlying an ice layer. Analysis of the TWP-ICE data set is314

summarized by Minnis et al. [2006]. All of these MTSAT-derived data streams are referred315

to hereafter as VISST for brevity. Values are reported at a 15–60-min frequency and 4-km316

resolution over 5–17◦S and 125–136◦E. In each swath, pixels in the TWP-ICE domain are317

identified and relevant statistics calculated. Relative uncertainties in domain-mean OLR318

and reflected shortwave radiation (RSR) are estimated as 5% and 15%, respectively, after319

Khaiyer et al. [2010].320

VISST IWP data are limited to daytime because the retrieval requires visible reflectance321

to estimate optical depth. Since the maximum retrievable optical depth is 128 for this322

data set, IWP will be underestimated when optical depth is higher, consistent with a323

comparison of annual mean VISST and CloudSat retrievals finding close agreement except324

in regions of tropical convection [Waliser et al., 2009]. There, the mean VISST IWP325
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values were ∼25% less than their CloudSat counterparts, suggesting a negative bias of326

roughly one-third. For thin cirrus, the instantaneous VISST IWP retrievals are typically327

within 40% of surface-based radar-radiometer retrievals [Minnis et al., 2011b]. VISST328

IWP retrievals are considered here qualitatively, and the unknown contribution of liquid329

hydrometeors to retrieved IWP is neglected when comparing with simulations. Daytime330

is defined conservatively as any time when instantaneous TOA downwelling radiative331

flux exceeds 200 W m−2. Since simulated TOA downwelling fluxes are not identical, the332

UKMO-2A 10-min TOA shortwave downwelling flux time series, with mean diurnal values333

that precisely match those in the 3-h large-scale forcing data set, is used as a benchmark334

to define daytime temporally for all comparisons.335

4.4. Total Sky Imager (TSI) Retrievals

The TSI provides time series of hemispheric sky images during daylight hours and336

retrievals of fractional opaque and thin cloud cover at 30-s frequency when the solar337

elevation is greater than 10◦. Uncertainty in opaque cloud retrievals depends upon cloud338

aspect ratio [Kassianov et al., 2005] and is not used here. Owing also to the difficulty339

of reconciling model-based and differing VISST and TSI instrument-based definitions of340

clear and cloudy conditions, we therefore consider all cloud cover results qualitiatively341

rather than quantititatively.342

4.5. Surface Sensible and Latent Heat Fluxes

An eddy covariance system mounted on a short tower over Darwin Harbor provided343

surface sensible and latent heat flux measurements at 30-min resolution. Gap-filled data344

are used, wherein gaps shorter than two hours are filled using interpolation and longer345

gaps are filled using a neural network algorithm [Beringer et al., 2007]. Darwin Harbor346
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data are discussed briefly in the context of domain-wide surface flux data calculated from347

land, harbor, and ship surface flux measurements in the large-scale forcing data set.348

4.6. Microwave Radiometer (MWR) Retrievals

Liquid water path is retrieved from MWR measurements at Darwin and on the ship349

[Turner et al., 2007]. Data are reported at 20 to 35-s resolution when the measurements are350

not contaminated by surface precipitation. Indeterminate and missing fields are removed,351

small negative values set to zero, and the mean of retrieved values at both stations taken352

over 10-min intervals. Results are not expected to be representative of domain-mean353

values owing to sparse sampling and are therefore considered qualitatively.354

4.7. European Center for Medium-Range Weather Forecasts (ECMWF)

Global Analysis

ECMWF supplied results of the Operational Analysis and Forecasting System in three355

grid cells representative of the TWP-ICE domain. Surface precipitation rate considered356

here is an accumulated average over 1-h time periods (ending at reporting time) and357

roughly 55-km resolution. Statistics used here are mean and maximum of surface precip-358

itation rate across the three grid cells provided. They are compared with the mean and359

maximum of 10-min instantaneous values calculated at the end of each hour from C-POL360

measurements and simulations.361

4.8. Large-Scale Forcing Data Set

The variational analysis used to derive the domain-mean large-scale forcing data set362

at 10-mb vertical resolution and 3-h temporal resolution is based on inputs that include363

surface heat and radiative fluxes and C-POL, VISST, MWR, and ECMWF products listed364

above. As described by Xie et al. [2010], environmental profiles in the large-scale forcing365
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data set are an integration of available soundings with analysis products. All values are366

centered means. Data set components used here are domain-mean surface precipitation367

rate, environmental profiles, surface latent and sensible heat fluxes, and TOA and surface368

radiative fluxes.369

4.9. 3D Ice Water Content (3D-IWC) Retrieval

The 3D-IWC retrieval employs a Bayesian algorithm to retrieve IWC and IWP from370

MWR, cloud radar, and sounding measurements at Darwin, and high-frequency microwave371

data collected on NOAA satellites from the Advanced Microwave Sounding Unit - B372

(AMSU-B) [Seo and Liu, 2005, 2006]. Retrievals are reported at the temporal resolution373

of available satellite overpasses at ∼16–25 km spatial resolution within 10◦ latitude and374

longitude of Darwin. An uncertainty is provided for each reported value as described in375

Seo and Liu [2006]. For each available swath that spans the TWP-ICE domain, measure-376

ments and uncertainty are averaged over pixels identified within the domain. Averaging377

uncertainty of point measurements in this manner is equivalent to assuming that all er-378

rors are prefectly correlated. Statistics calculated are thus domain-mean IWC profiles379

and IWP. Mean uncertainty in IWP, which is strongly dependent upon amount of ice380

present [Seo and Liu, 2006], is just under 20% during the active period, a factor of six381

during the more dormant suppressed period, and just under 40% when averaging over382

the full reported simulation period (19.5–34.). Ice water content profiles are considered383

qualitatively.384

In order to account for the temporal sparseness of retrievals dependent upon polar or-385

biting satellites, simulations are sampled at the frequency of available 3D-IWC retrievals386

whenever quantitative comparisons are made between retrievals and simulations. This387
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introduces a degree of inconsistency when plotting observed and simulated IWP versus,388

for example, observed and simulated OLR, in terms of temporal sampling. However, we389

find that the temporal sampling is important to the quantitative comparison of observa-390

tions and simulations of IWP (therefore it should be done to properly consider whether391

simulations are within uncertainty of retrievals) but it does not qualitatively impact the392

arrangement of ensemble members in correlation plots considered here (thus retrievals are393

qualitatively representative despite relatively low sampling frequency).394

5. Results

5.1. Precipitation Features

The precipitation rate over the TWP-ICE domain retrieved from C-POL measurements395

(see Section 4.1) is an input to the variational analysis (see Section 4.8) and a principal396

determinant of the strong large-scale ascent that is dominant during the active period (e.g.,397

Figure 3). It is therefore not surprising that models reproduce the temporal evolution of398

domain-mean surface precipitation under the strongly forced active conditions (Figure 4a),399

consistent with similar past studies [e.g., Xu et al., 2002; Xie et al., 2005; Woolnough et al.,400

2010]. Figure 5 shows that every simulation reproduces mean surface precipitation rate401

within the uncertainty of retrievals during the active period, and in a manner that is402

closely correlated with total liquid water path (LWP, defined throughout this study as403

cloud plus rain water). Aside, we note that Figure 5 is the first of several figures in which404

one domain-mean quantity is plotted against another. These plots illustrate the degree to405

which the two quantities are related across the ensemble of simulations. If observational406

data is available, they also concisely illustrate whether simulated quantities fall within407

the range of observational uncertainty. In all such figures, results for the active and408
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suppressed period are plotted separately owing to commonly differing patterns. During409

the weakly forced suppressed period in Figure 5, for instance, all simulations overestimate410

surface precipitation except SAM-2Ms, unlike during the active period. However, even411

when the domain mean of surface precipitation is robustly reproduced under strongly412

forced conditions, we find the following evidence that the underlying structural features413

of simulated precipitation fields differ substantially across models, associated with large414

differences in radiative flux terms.415

Because models can report precipitation rate at the elevation of the C-POL retrievals416

and at the C-POL resolution, it is possible to closely compare precipitation rate statistics.417

Before doing so we note that mean precipitation rates are 10–20% greater at 2.5-km than418

at the surface in all reporting models except EULAG (comparing Figures 4a and 4b).419

Although mean C-POL reflectivity is actually lower at 2.5 km than at 0.5 km during this420

period (not shown), consistent with past measurements in tropical maritime convection421

[Houze et al., 2004], it is unknown whether the underlying precipitation rate is also actu-422

ally lower or higher aloft on average in this case. Any such actual difference can be viewed423

as a source of uncertainty in the large-scale forcing data set, as discussed further below.424

With respect to the frequencies of precipitation rate at 2.5 km (Figure 6), the most appar-425

ent feature is that all reporting models overestimate occurrences in the light 0.2–2 mm h−1
426

range. This tendency is notably reduced during the active period in the DHARMA-1s427

sensitivity test simulation that is nudged towards domain-mean thermodynamic profiles428

throughout the free troposphere, suggesting that baseline simulations produce rain that429

is too widespread owing at least in part to deviations of simulated mean temperature430

and water vapor profiles from those observed. EULAG-2s shows a similar but weaker431

trend during the active period. In a more detailed analysis of precipitation statistics in432
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3D simulations from this study, Varble et al. [2011] found that total precipitating area433

matches observations to within 1–2% in DHARMA-1s and SAM-2Ms sensitivity test sim-434

ulations during the active monsoon period, whereas all baseline simulations overestimate435

precipitating area by 35–65%.436

Thus the baseline simulations systematically produce light rain that is far more437

widespread than observed, and this particular error can be ameliorated with 6-h nudging438

of the domain-mean tropospheric thermodynamic profiles. It is possible that such overly439

widespread light precipitation could arise or persist from horizontally uniform domain-440

wide application of large-scale forcing terms, which are relatively strong in the TWP-ICE441

data set [cf. Hagos , 2010]. Surface rainfall frequencies were by contrast found to be in442

reasonable agreement with C-POL observations in a study of the TWP-ICE time period443

using a LAM with open boundary conditions [Wapler et al., 2010]. Comparison of these444

CRM results with the relative frequencies of light and heavy rain in the associated LAM445

intercomparison study should shed light on the effects of differing boundary conditions446

and large-scale forcing approach. Those used in this study are more similar to a cloud-447

resolving convection parameterization approach in GCMs [e.g., Grabowski , 2001], whereas448

those used in the LAM study are more similar to a global cloud-resolving model.449

Compared with the excessive frequencies of lighter rain rates, the frequencies of rain450

rates >2 mm h−1 are generally reproduced better by the simulations (see Figure 6). How-451

ever, the mean of simulated maximum precipitation rates (based on the 10-min sampling452

of models at identical 2.5-km horizontal resolution and elevation as retrievals) varies over453

a factor of ten range from roughly 10 mm h−1 in the 2D EULAG simulations to roughly454

50–100 mm h−1 in reporting 3D simulations, as compared with roughly 40 mm h−1 re-455

trieved from C-POL (Figure 4c). As the high-intensity tail of the frequency distribution,456
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domain-wide maximum rain rate is appealing mostly because it is easily sampled in models457

and observations. That typical simulated peak rain rates increase with dimensionality is458

consistent with past findings that updraft strength and vertical mass fluxes increase with459

dimensionality [e.g., Phillips and Donner , 2006; Petch et al., 2008; Zeng et al., 2008].460

However, peak rain rates in the 3D simulations are also systematically higher than those461

retrieved, which could be associated with overly broad and intense updrafts at the ∼1-462

km horizontal resolution of most simulations [e.g., Bryan and Morrison, 2011]. We note463

that although pixel-level C-POL retrievals never exceed about 140 mm h−1, maximum464

10-min-mean bucket gauge and disdrometer measurements are greater during events A,465

B and C, and at other times (not shown). Since convective core regions are the most466

important source of rainfall and a location where precipitation efficiency influences the467

production of longer-lived convective outflow, systematic discrepancies between retrievals468

and simulations warrant further study.469

The structure of precipitation fields in the 3D simulations can also be compared with470

C-POL measurements by applying a textural algorithm to objectively identify the domain471

fraction covered by convective and deep stratiform rain in simulated and observed radar472

reflectivity fields (see Appendix B and examples in Figure 7). Results indicate that con-473

vective area fraction is commonly overpredicted by a factor of two or more (Figure 8a),474

indicating that regions with strong updrafts are systematically too large or too frequent or475

both. Two baseline simulations lie within the 15% relative uncertainty of observed convec-476

tive area during the active period, and only one sensitivity test does during the suppressed477

period (Figure 5). The maximum convective area fraction observed, ∼30% during event C,478

is larger than typical maxima of ∼20% observed over larger domains at Darwin and else-479

where [e.g., Frederick and Schumacher , 2008; Holder et al., 2008]. Although differences480

D R A F T July 21, 2011, 10:42pm D R A F T



X - 26 FRIDLIND ET AL.: COMPARISON OF TWP-ICE DATA WITH CRM RESULTS

in area identification algorithms and source data resolution do signficantly impact area481

calculations [e.g., Steiner et al., 1995; Yuter et al., 2005], an exaggerated maximum in482

this case could be attributable at least partly to the MCS of event C covering an area483

substantially larger than the TWP-ICE domain. The maximum convective area fraction484

is never as strongly overestimated as the time average, possibly reflecting physical limits485

on convective fraction under given environmental conditions [cf. Holder et al., 2008].486

Whereas the mean convective area fraction is consistently overpredicted, the stratiform487

area fraction ranges from being underpredicted to overpredicted with a relatively wider488

range (Figure 8b), indicating that stratiform outflow and evolution are more sensitive to489

model differences. The narrow range of uncertainty in stratiform area is likely substantially490

smaller than the uncertainty in the large-scale forcings driving the simulations (e.g., ∼25%491

uncertainty in surface precipitation rate). Compared to their respective baseline simula-492

tions, stratiform area is substantially reduced in the SAM-2Ms sensitivity test but not in493

DHARMA-1s, suggesting a microphysics-dependent sensitivity to tropospheric moisture494

and temperature. Aside, we note that stratiform area fraction can be underpredicted495

and light precipitation rate frequences simultaneously overpredicted when the light rain496

is originating from shallow clouds rather than deep stratiform clouds (see Appendix B).497

Within a given dynamics model (e.g., DHARMA, UKMO), two-moment microphysics498

schemes based on Morrison et al. [2009] produce similar or greater stratiform areas than499

one-moment schemes, consistent with past results [Morrison et al., 2009; Luo et al., 2010;500

Bryan and Morrison, 2011]. But baseline simulations with versions of the same two-501

moment scheme also differ substantially (e.g., stratiform fraction is roughly 50% larger in502

DHARMA-2M than in UKMO-2M), suggesting that dynamics also play a role. Prognos-503

ing droplet number concentration evidently does not produce a strongly distinguishing504
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effect in Figure 8 (Nc prognosed using slightly differing approaches in DHARMA-2M,505

MESONH-2, and SAM-2M), but could be associated with larger stratiform fractions in506

DHARMA-2M and SAM-2M than in UKMO-2M.507

Across the ensemble during the active period, it is notable that stratiform area fractions508

ranging over ∼25–70% are poorly correlated with either convective area fractions or with509

ice water path (IWP, defined throughout this study as the sum of all frozen hydrom-510

eteors). However, the stratiform area fraction is strongly correlated with a 60 W m−2
511

range of predicted outgoing longwave radiation (OLR, Figure 9), indicating that the spa-512

tial distribution of ice controls simulated OLR more than domain-mean IWP. It is also513

notable that convective area predictions tend to be better during the onset of convective514

events than during the decay (e.g., during event C over 23–24 January in Figure 8a),515

which may be at least in part attributable to the fact that mature cells can pass out of516

the observational domain whereas periodic boundary conditions require their decay to be517

completed within the modeling domain. It should therefore not necessarily be expected518

that simulated stratiform area fraction or OLR should match observations without bias519

over a small number of events (or even a large number of events) given the contribution520

of both convective and stratiform rain to the same uniformly applied large-scale forcing521

terms via variational analysis (see Section 4.8).522

The observed mean ratio of 0.86 for stratiform to stratiform plus convective area found523

in this study is higher than the active, suppressed, and experiment wide values of 0.75–524

0.79 during TWP-ICE over the full C-POL domain reported in Frederick and Schumacher525

[2008, cf. their Table 2] and at the upper limit of the 0.66–0.86 range reported for various526

tropical regions [Holder et al., 2008]. The observed ratio could be higher owing to (i)527

poor Eulerian sampling of a small number of Lagrangian events passing through the ge-528
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ographically limited TWP-ICE observational domain and (ii) differences in observational529

data characteristics such as horizontal grid resolution. Aside, we note that the addi-530

tional requirement on stratiform area in our algorithm of a minimum reflectivity above531

the melting level would tend to reduce rather than increase the ratio, all else being equal532

(see Appendix B). The simulations exhibit stratiform to stratiform plus convective ratios533

of 0.73 (DHARMA-1s and MESONH-1) to 0.88 (UKMO-2A), roughly spanning the ob-534

servational range over tropical regions, and thus none appear to be strong outliers by this535

simple metric.536

Although it is beyond the scope of this paper to examine the details of convective537

organization, simulations with more linear convective features appear to produce larger538

stratiform fractions (cf. Figures 7 and 8). More specifically, simulations with little or-539

ganization exhibit the least stratiform area (DHARMA-1 and MESONH simulations),540

whereas those with the most linear squall lines tend to exhibit the greatest stratiform541

area (e.g., DHARMA-2M, SAM, and UKMO simulations; observed conditions appear542

more similar to this latter class). Such simulation tendencies are roughly consistent with543

observations of greater stratiform rainfall being associated with linear organization in544

tropical systems [Rickenbach and Rutledge, 1998], although in this case model physics545

is responsible rather than environmental conditions (as evidenced by the difference be-546

tween DHARMA-1s and SAM-2Ms, despite both being nudged to observed conditions547

throughout the troposphere). Simulations with greatest and least apparent organization548

each span the full range of predicted convective area (e.g., MESONH and UKMO sim-549

ulations in Figure 9). Thus it appears that the simulated convective organization mode550

could be more closely associated with stratiform rain generation than absolute convective551

area. The simulated degree of linear organization can in turn be substantially modified552
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by microphysics (e.g., DHARMA-1 versus DHARMA-2M), consistent with past modeling553

results [e.g., Lynn et al., 2005].554

Finally, owing to the use of ECMWF analyses to drive the TWP-ICE LAM intercom-555

parison, we briefly consider the relationship among ECMWF, observed, and simulated556

maximum precipitation rates at comparable horizontal scales. Taking 55-km resolution as557

roughly that of the ECMWF analyses, we find that the maximum of peak surface precip-558

itation rates in the local ECMWF fields is about one-third of that retrieved from C-POL559

(Figure 4d). During each major event (A, B, and C), maximum intensity in ECMWF560

fields is lower than observed by an amount that far exceeds the C-POL observational561

uncertainty of 25%. Reduced maximum intensity in ECMWF fields is compensated by562

more frequent mid-range precipitation rates, as evidenced by less than 10% difference563

between the mean of peak intensity at 55-km resolution from ECMWF and C-POL fields.564

This pattern of overly frequent rainfall events of overall maximum intensity substantially565

lower than observed is consistent with extensive recent comparison of ECMWF and other566

global models with CloudSat data [Stephens et al., 2010]. The reporting CRM simula-567

tions, on the other hand, predict a maximum value of 55-km-resolution precipitation rate568

that is greater than or within experimental uncertainty of that derived from C-POL. The569

reporting 3D models (DHARMA and SAM) also sustain such rates more commonly than570

observed, as evidenced by mean peak 55-km intensities that are a factor of 0.5–4 too high.571

Alongside variably high 2.5-km peak intensities and excessive convective area (Figures 4c572

and 8a), this provides additional evidence that convective structures in 3D simulations573

tend to be too intense or extensive.574

5.2. Condensate, Latent Heating, and Cloud Cover
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We next consider observational constraints on the domain-wide column and profile of575

condensate, latent heating, and cloud cover. First, we find that observations are unfortu-576

nately too sparse to provide a robust constraint on LWP. MWR retrievals are available only577

at Darwin and on the ship, and are available only when surface precipitation is less than578

∼0.02 mm h−1 (David Turner, personal communication). In simulations that reported579

non-precipitating LWP (domain mean of contributions from columns where surface pre-580

cipitation < 0.02 mm h−1, Figure 10a), it constitutes ∼5–25% of total LWP (cf. Figure 5).581

By comparison, cloud water alone accounts for ∼25–50% of total LWP (not shown; no582

observational analog). The domain-mean non-precipitating LWP is therefore a relatively583

small fraction of total LWP and is more variable across simulations than domain-mean584

cloud or rain water path or their sum, which could be attributable to differences in the585

simulated frequency of light precipitation. Satellite microwave-based retrievals of LWP586

are expected to be strongly influenced by assumptions regarding cloud and rain water587

partitioning in this region of high average rainfall [O’Dell et al., 2008], and are beyond588

the scope of this work to assess.589

Although LWP remains thus unconstrained, simulated IWP can be robustly compared590

with 3D-IWC retrievals, which are based on a synthesis of polar-orbiting satellite and591

ground-based measurements. The CRMs reproduce the temporal evolution of domain-592

mean IWP from both 3D-IWC and VISST retrievals quite well (Figures 10b and 10c). All593

simulated values below 0.2 kg m−2 lie within the uncertainty of VISST retrievals during594

daytime, and over the active period all simulations except DHARMA-1 and DHARMA-1s595

reproduce daytime mean IWP to within one-third, consistent with an estimate of low bias596

associated with the VISST limit on retrieved optical depth (see Section 4.3). However,597

simulated IWP is systematically greater than 3D-IWC retrievals, and only in the 2D598
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baseline simulations (EULAG-2, ISUCRM-2) is domain-mean IWP over days 19.5–34 just599

within the associated uncertainty of 40%. Across all baseline simulations, the ratio of600

IWP to LWP is also notably higher in 3D than in 2D (Figure 11) because LWP is higher601

and IWP lower in all 2D versus all 3D baseline simulations. Aside, we note that over the602

(high-IWP) active period, when the 3D-IWC retrieval uncertainty is relatively lower, no603

simulations actually lie within the associated uncertainty range, whereas roughly half of604

simulations lie within the far larger uncertainty under the (low-IWP) conditions of the605

suppressed period. With respect to the vertical distribution of IWP, the CRMs locate606

most ice mass in the ∼5–13-km altitude range during the active period, qualitatively607

consistent with 3D-IWC retrievals (Figure 12a). But the CRM results tend to exceed608

3D-IWC retrievals by up to a factor of two at those elevations, commonly by more above609

13 km. During the suppressed period, the CRMs predict up to an order of magnitude610

more IWC than retrieved in the 5–13-km altitude range and many show a secondary peak611

above 13 km that does not appear in the retrievals (Figure 12b).612

One conceivable explanation for the systematic difference between simulated IWP and613

3D-IWC retrievals is a possible lack of sensitivity of those retrievals to dense ice contri-614

butions from convective core regions, which could arise since the input vertically-pointing615

millimeter cloud radar data are interpreted using the properties of cloud ice and snow616

[Seo and Liu, 2006]. Both millimeter radar and satellite microwave radiometer also lack617

sensitivity to thin ice clouds, which could lead to underestimates in IWP particularly618

during the suppressed period. Robust methods of comparing models with measurements619

using retrievals of varying sensitivity to cloud, snow, and dense ice contributions are not620

yet generally in hand even when ice classes and properties are well-defined as in CRMs621

[e.g., Waliser et al., 2009]. A detailed analysis of both retrieval inputs and model out-622
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puts would be required to quantitatively assess whether this explanation can account623

for the systemetic differences seen between retrievals and particular simulations in this624

case. Further work to establish the robust use of microwave-based remote-sensing mea-625

surements to constrain CRM and LAM simulations should have a high priority given the626

sensitivity of results to poorly constrained ice microphysical processes [e.g., Wu et al.,627

2009; Fan et al., 2010b; Morrison and Milbrandt , 2011] and the considerable potential628

of such measurements to constrain simulation results [e.g., Matsui et al., 2009; Waliser629

et al., 2009].630

Offset a bit lower than simulated and retrieved IWC peaks, simulated latent heating631

rates peak at ∼4–12 km, consistent with retrievals from C-POL measurements (see Sec-632

tion 4.1, Figure 13). Almost all simulations agree remarkably well with retrievals above633

∼8 km during the active period. Since the vertical integral of latent heating rate is nearly634

equivalent to the reported surface precipitation rate in all plotted simulations, the larger635

heating rates above 10 km in SAM simulations appear to be reliably reported features,636

as discussed further below. In the SAM-2M baseline simulation, the divergence from la-637

tent heating rate retrievals above 12 km can be traced to event C alone, whereas in the638

SAM-2Ms sensitivity test, latent heating rate diverges from retrievals in all three con-639

vective events A–C, consistent with greater updraft speeds and vertical mass fluxes in640

sensitivity test simulations (not shown). At the melting level (∼ 5 km), some simulations641

exhibit a sharp localized reduction in latent heating rate (all DHARMA and MESONH642

simulations) whereas the others do not. Maximum latent heating rates also appear to fall643

into two groups during the active period: those that exceed 20 K d−1 (MESONH and644

SAM-2M simulations) and those that do not (all others). Most peak rates in both groups645

fall within the minimum expected retrieval uncertainty of roughly 25%. In contrast to646
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the relative consistency of simulated and observed latent heating rate profiles during the647

active period, simulations deviate variously from retrievals during the suppressed period,648

consistent in part with differences between observed and simulated surface precipitation649

rates (cf. Figure 5).650

Finally, we note that although cloud cover is available from both ground-based and651

satellite-based measurements, it is difficult to use retrievals as a quantitative constraint652

on simulations for two reasons. First, conditions are often continuously overcast in both653

retrievals and simulations (Figure 14), as during the active period, thus providing little654

signal. And second, when both VISST and TSI retrievals indicate that clear-sky regions655

are present, as during the suppressed period, a robust quantitative comparison of say min-656

imum cloud cover obtained by VISST (0.02), TSI (0.1), and DHARMA-1 (0.16) cannot657

be made owing to fundamental differences in the definition of cloudiness. Since the model658

definition of cloud cover (a grid cell mixing ratio of ice plus cloud water >10−6kg kg−1)659

and the two measurement-based definitions of cloud cover are not easily reconciled quan-660

titatively, this is a problem that probably requires forward-simulation approaches that are661

beyond the scope of this work [e.g., Henderson and Pincus , 2009].662

Nonetheless, it can be seen that minimum cloud cover varies over 2–90% across the663

model ensemble compared with 2–10% across the VISST and TSI retrievals. In the profile664

of cloud fraction, model differences can be traced primarily to extent of ice cloud fraction665

above the freezing level (Figure 15). Above 15 km during the suppressed period, overcast666

conditions occur in all baseline simulations that include ice nucleation directly from the667

vapor phase in the deposition mode, whether based on supercooling or supersaturation (see668

Section 3), with the apparent exception of UKMO-2A and UKMO-2B (see Table 2). The669

coverage of the persistent cloud layer aloft peaks ∼15 km, where large-scale forcings are670
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linearly diminished owing to uncertainties in derived values (see Section 2 and discussion671

in Fridlind et al. [2010]), but extending nudging to lower elevations in the sensitivity tests672

also substantially reduces cloud fraction aloft if it is present in the baseline simulation (e.g.,673

EULAG-2s and SAM-2Ms), indicating a role for convective outflow. Ice supersaturations674

in excess of the large-scale forcing data set conditions above 15 km tend to occur in SAM675

and UKMO-2M simulations but not in others, indicating that they are not a determining676

factor (not shown; results near the tropopause will be compared with radiosonde and in677

situ water vapor measurements in future work). During the active phase, EULAG is the678

only model that sustains a high cloud layer. However, the other models sustaining high679

cloud aloft during the suppressed period also produce the highest cloud tops during the680

active phase. Overall, differences in high cloud occurrence clearly vary with microphysics681

scheme (e.g., across DHARMA and UKMO simulations) and are likely attributable in682

part specifically to treatments of ice nucleation, consistent with past findings [e.g., Fan683

et al., 2010b].684

5.3. Precipitable Water Vapor, Moist Static Energy, and Radiative Fluxes

We have noted already that model overprediction of OLR during the active period is685

closely correlated with the properties of deep stratiform clouds in the 3D simulations (cf.686

Figure 9). Also, Varble et al. [2011] have demonstrated that simulated TOA 10.8-µm687

brightness temperature features are influenced by variable high-level anvil ice outside of688

precipitating stratiform areas, so this correlation is not the result of singular and direct689

causation. However, all else being equal, it is expected that sustained overprediction of690

OLR could lead to excessive radiative cooling of the troposphere during the course of691

simulations. Under near-saturated conditions, such cooling would also lead to reduction692
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of column water vapor. In fact, precipitable water vapor (PWV) does fall to levels of-693

ten persistently more than 5 kg m−2 lower than observed in most baseline simulations694

(Figure 16a). The troposphere has also cooled more than observed in most baseline simu-695

lations, as evidenced by biases in mass-weighted dry static energy averaged over 0–17 km696

(Figure 16b). In contrast to baseline simulations, which are free-running below 15 km,697

sensitivity test simulations are nudged throughout the troposphere, guaranteeing little698

deviation from observed PWV and dry static energy.699

Because of variations in thermodynamic evolution that are apparent in Figure 16, the700

free-running baseline simulations enter the suppressed period with a broadened range of701

mean conditions. We therefore focus the remainder of this section on the active period,702

when simulated PWV declines are well correlated with PWV itself (Figure 17). We also703

focus on quantities that impact mass-weighted mean tropospheric moist static energy704

(MSE, Figure 16c), which is negligibly different from a frozen moist static energy in this705

case [e.g., Blossey et al., 2007]. Since MSE is conserved during adiabatic condensation706

and evaporation processes, differences in the simulated distribution of total water between707

vapor and condensate (including precipitation) do not directly modify it [e.g., Bretherton708

et al., 2006]. In our modeling framework, tropospheric MSE changes between two points709

in time therefore can be attributed to the accumulated sum of surface heat fluxes, tropo-710

spheric radiative flux divergence, and large-scale forcing and nudging terms [cf. Blossey711

et al., 2007].712

Figure 18 shows total surface turbulent heat fluxes (latent plus sensible) at the surface713

and mean radiative flux convergence over the full atmospheric column (not precisely equal714

to a tropospheric mean, but shown here for the sake of comparison with observations).715

Taking DHARMA-1 as an example, surface heat fluxes are only ∼5 W m−2 lower than716
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in the large-scale forcing data set during the active period, whereas radiative flux con-717

vergence is ∼50 W m−2 lower. The sum of these terms accounts for the MSE drift in718

DHARMA-1 over the active period (based on closure of the tropospheric MSE budget;719

budget terms not available for most models). Since DHARMA-1s is a sensitivity test sim-720

ulation, in which tropospheric conditions are nudged towards observed conditions, MSE721

drift remains minimal despite lower surface fluxes and an even more negative radiative722

convergence that would otherwise amplify MSE drift. In DHARMA-2M as compared with723

DHARMA-1, mean surface fluxes are little changed, but radiative convergence is increased724

by ∼20 W m−2. This is attributable primarily to less longwave emission in DHARMA-2M725

versus DHARMA-1 (Figure 19b), consistent with substantial increases in stratiform area726

and high-cloud fractions.727

Thus MSE drift in DHARMA-1 and DHARMA-2M can be attributed primarily to728

cloud-modulated radiative flux divergence that is opposite in sign from and larger than729

that in the large-scale forcing data set. Furthermore, the range of radiative flux divergence730

predicted across the three DHARMA runs roughly spans the range of all other CRM re-731

sults. Considering radiative flux divergence across the ensemble, the most notable feature732

is that every simulation is biased high by at least 25 W m−2. It is also notable that in the733

UKMO-2M simulation in particular, TOA shortwave and longwave upwelling fluxes both734

closely match the forcing data set (Figures 19a and Figure 20a). Thus, differences between735

simulated and forcing radiative fluxes occur only at the surface in some cases. Simulated736

surface shortwave and longwave fluxes are biased by the idealized treatment of the por-737

tion of land surfaces within the domain as oceanic. Surface downwelling shortwave fluxes738

also exhibit high spatiotemporal variability and were necessarily obtained from a sparse739

network of observing stations. It seems possible that uncertainty in surface fluxes over740
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the TWP-ICE domain could be large enough to reconcile the weak column cooling found741

in all three 2M simulations with the column warming in the forcing data set; biases of742

25–30 W m−2 in radiative divergence consistitute roughly 15% of shortwave downwelling743

flux during the active period. Such uncertainties in surface radiative fluxes hinder the ac-744

curacy of global radiative budgets [e.g., Trenberth et al., 2009]. In this modeling scenario,745

radiative divergence uncertainty is also associated with uncertainty in MSE changes over746

simulation durations of days to weeks.747

Although observational uncertainty in the domain mean of net surface radiative fluxes748

could be too large to strongly constrain simulations, observational analysis of solar albedo749

and column absorptance at low solar zenith angles indicate maximum respective values of750

about 0.7 and 0.3 in the optically thick limit [Dong et al., 2008; McFarlane et al., 2008].751

Although maximum domain-wide albedos approach 0.7 at high solar zenith angles in some752

baseline simulations (Figure 20c), none exceed that value. Maximum domain-wide column753

absorptance exceeds 0.3 slightly only in DHARMA-2M, likely attributable primarily to an754

approximate treatment of shortwave radiative fluxes using reduced-density spheres with755

the optical properties of bulk ice in that model. Solar absorption is in fact outlying around756

17 km during the active period in DHARMA-2M (Figure 21). SAM simulations produce757

the highest solar absorption in a layer at ∼13–16 km, perhaps associated with processes758

that led to the greatest latent heating at similar elevations (cf. Figure 13). Such excursions759

in the shortwave absorption profile are generally associated with excursions in longwave760

emission, as also seen in MESONH simulations near the melting level. Differences in761

shortwave and longwave heating rate profiles across the ensemble can be attributed in part762

to differences in the vertical distribution of hydrometeors (cf. Figure 15); the treatment of763

hydrometeor radiative properties also probably plays a role that deserves further scrutiny.764
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Considering surface heat fluxes across the ensemble, values are highest in EULAG-2765

and EULAG-2s, resulting in little MSE drift in EULAG-2 despite relatively low radia-766

tive convergence. Surface heat fluxes are by contrast lowest in the 3D sensitivity tests767

(DHARMA-1s and SAM-2Ms), in which they nearly equal the Darwin Harbor data from768

the active period (cf. Figure 18a), consistent with idealized marine conditions. That769

the 2D sensitivity test EULAG-2s fluxes are dissimilar indicates a possible role of dimen-770

sionality. Latent heat flux dominates sensible heat flux in simulations and observations,771

and simulation differences are related to near-surface relative humidities (not shown).772

For instance, the 3D sensitivity tests with lowest heat fluxes also exhibit the highest773

mean near-surface relative humidities (90%). However, near-surface relative humidities774

are lower in MESONH than in EULAG, indicating that some combination of dimensional-775

ity, near-surface winds (see Section 3), and flux parameterization may determine results.776

The role of microphysics appears comparatively weak (e.g., across DHARMA, MESONH,777

and UKMO simulations). Overall, whether or not surface heat fluxes play a determin-778

ing role in the local initiation and maintenance of deep convective systems during the779

active period (cf. P. Zhu et al., A limited area model (LAM) intercomparison study of a780

TWP-ICE active monsoon mesoscale convective event, manuscript submitted to Journal781

of Geophysical Research, 2011), they can modulate tropospheric MSE and PWV evolution782

over CRM integration times as short as several days in the modeling framework used here.783

Returning to the general question of how large differences in deep stratiform cloud prop-784

erties could influence tropospheric heating and cooling rates, and considering only TOA,785

where observational constraints are strongest, we lastly note that although most mod-786

els overpredict OLR during the active period, most also underpredict shortwave albedo787

(Figure 22). Furthermore, if lines of offsetting changes in TOA OLR and RSR are drawn788
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to bound the limits of uncertainty in collocated satellite observations during the active789

period, most simulations fall between these lines during both active and suppressed pe-790

riods (see Figure 22). The tendency of cloud-associated shifts in TOA OLR and RSR791

to balance in the tropics has long been noted [e.g., Kiehl , 1994], and a similar pattern792

is evident across the ensemble of simulations. In 3D models during the active period,793

multiple simulations from a single model tend to lie along 1:1 lines, whether baseline and794

sensitivity simulations (e.g., SAM along the lower 1:1 line), multiple microphysics simu-795

lations (e.g., UKMO near the middle of the observational range), or a mix of both (e.g.,796

DHARMA simulations along the upper 1:1 line). In these models, the points along the797

line traced by each model are also arrayed according to stratiform area (lower OLR and798

higher RSR accompany increasing stratiform fraction).799

Identifying which factors determine the relatively stable baseline level of TOA RSR ver-800

sus OLR in each model, from which departures appear to result in roughly equal offsets801

of longwave and shortwave fluxes, is beyond the scope of this study owing to a lack of802

sufficient diagnostics (additional diagnostics are suggested below). It is unknown whether803

such model differences could be attributable to dynamically or microphysically modulated804

relative distributions of primarily high or low clouds, for instance, or also their radiative805

treatment. In 3D models, compensating offsets in OLR and RSR can be associated only806

in part with deep stratiform area fraction, as evidenced by its much weaker correlation807

with broadband albedo than with OLR (Figure 22 versus Figure 9). TOA albedo may808

also be influenced by variations in effective radius of liquid-phase condensate, which con-809

tributes most optical depth to simulations (not shown). During the active period, we810

note that the 25–50-µm range of simulated domain-mean liquid effective radius shown in811

Figure 22 is entirely spanned by the two simulations that prognose droplet number concen-812
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tration and use a version of the Morrison et al. [2009] two-moment microphysics scheme813

(DHARMA-2M at 25 µm versus SAM-2M at 50 µm). 2D TOA radiative flux fields, which814

were not requested output here, could be used to more fully diagnose differences between815

simulations and observations, as demonstrated by Varble et al. [2011].816

6. Summary and Conclusions

Observations of the 16-day evolution of consecutive active followed by suppressed mon-817

soon periods around Darwin, Australia are used to drive and evaluate multiple cloud-818

resolving models (CRMs) with periodic boundary conditions. Baseline simulations repre-819

sent an idealized marine case study. Sensitivity test simulations include nudging domain-820

mean water vapor and potential temperature to observations throughout the troposphere.821

Since baseline simulations enter the suppressed monsoon period with a wide range of mean822

conditions, results from the earlier active monsoon period provide a better indication of823

ensemble performance. Agreement of the 13 simulations with domain-wide observational824

data sets over the active period is summarized in Table 3. The main conclusions can be825

summarized as follows.826

1. During the active period, all 13 simulations reliably reproduce domain-mean pre-827

cipitation rates (Table 3, column I), consistent with similar past studies in which models828

are constrained by strong large-scale forcing terms [e.g., Xu et al., 2002; Xie et al., 2005;829

Woolnough et al., 2010]. However, simulations deviate systematically from observations830

with respect to the underlying precipitation rate distributions (Table 3, columns II–IV).831

The area covered by rain rates greater than 0.2 mm h−1 is overestimated (Table 3, column832

II), a tendency that is reduced in sensitivity test simulations (Figure 6a). Thus excessive833

precipitating area appears at least partly attributable to drift of mean tropospheric con-834
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ditions from those observed. Several lines of evidence also indicate that the strongest rain835

is locally too intense or widespread in the 3D simulations (see 2 and 6 below), consistent836

with results from a similar past study of tropical convection around Kwajalein Island837

[Blossey et al., 2007].838

2. In the ten 3D simulations, areas covered by convective and deep stratiform rain839

are diagnosed from simulated radar reflectivity using a textural algorithm (Appendix B,840

Figure 7). During the active period, simulated convective area fractions are systematically841

larger than observed by C-POL, often by a factor of two (Figure 9), and are within842

measurement uncertainty in only two cases (Table 3, column III). Simulated stratiform843

area fractions by contrast can be too large by more than a factor of two or too small844

(Figure 9), consistent with past findings of variable stratiform rain across CRMs [Xie845

et al., 2002]. Only one simulation is within the narrow measurement uncertainty (Table 3,846

column IV), which is substantially smaller than the large-scale forcing uncertainty (see 5847

below). The largest stratiform area fractions are simulated with two-moment microphysics848

based on Morrison et al. [2009], consistent with the expected importance of microphysics849

scheme [Morrison et al., 2009; Li et al., 2009; Luo et al., 2010; Bryan and Morrison,850

2011]. However, the slower-than-observed decay of convective area from simulated peaks851

seen here (Figure 8) is probably caused at least partly by periodic boundary conditions,852

potentially limiting the usefulness of this modeling framework for directly constraining853

stratiform areal coverage; a companion study using limited-area models demonstrates an854

approach that could be more suitable (see Section 1).855

3. Simulated ice water path (IWP) in all 13 simulations is systematically higher than856

domain-mean 3D-IWC retrievals during the active period (Table 3, column V), com-857

monly by a factor of two, with only 2D simulations nearly within estimated uncertainty858
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(Figure 11). However, CRMs reproduce the retrieved temporal evolution and vertical dis-859

tribution of IWP and retrieved latent heating rate profiles qualitatively well (Figures 10b,860

12a, and 13a). 3D-IWC retrievals may underestimate dense ice contributions to IWP (see861

Section 5.2), but systematic overestimation of IWP by simulations cannot be ruled out.862

Identifying the sources of discrepancy between simulated and retrieved IWP should be a863

priority owing to the wide variability of ice distribution documented across models gen-864

erally, its importance to radiative fluxes, and the potential of satellite microwave data for865

providing strong constraints [e.g., Waliser et al., 2009; Wu et al., 2009; Su et al., 2011].866

4. At the top-of-atmosphere (TOA), where radiative fluxes are most strongly con-867

strained by domain-wide observational data, simulated outgoing longwave radiation868

(OLR) is usually higher than observed during the active period (Figure 22), and is within869

experimental uncertainty in only three cases (Table 3, column VI). TOA reflected short-870

wave radiation (RSR) is by contrast usually lower than observed (Figure 22), although871

within the estimated uncertainty range (Table 3, column VII). Persistently high OLR872

(Figure 19a) and low RSR (Figure 20a) are strikingly similar to those reported by Blossey873

et al. [2007, cf. their Fig. 6]. In 3D models during the active period here, OLR is strongly874

anticorrelated with stratiform area fraction (Figure 9). That OLR is by contrast negligibly875

correlated with IWP indicates that the spatial distribution of ice is more important than876

path. Furthermore, in multiple simulations from a given dynamics model (DHARMA,877

SAM, UKMO), increasing stratiform coverage is associated with roughly equal changes878

in OLR and RSR (Figure 22). However, the absolute ratio of RSR to OLR varies as a879

function of OLR (DHARMA > UKMO > SAM) for reasons that cannot be adequately880

assessed from reported output (see Section 5.3).881
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5. Although it is beyond the scope of this study to quantify uncertainties in column882

radiative flux divergence and surface turbulent heat fluxes associated with sparse surface883

station measurements over ocean and land, and treatment of the observational domain884

as entirely marine in these idealized simulations introduces bias, several conclusions can885

nonetheless be drawn. First, simulated values of domain-mean column solar absorption886

are below an observationally determined maximum for the optically thick limit, except in887

one case (see Section 5.3). Second, deviations of predicted radiative flux divergence and888

surface heat fluxes from the large-scale forcing data set are commonly large enough to889

drive substantial drift in tropospheric water vapor, temperature, and moist static energy890

over only a few days. This reduces the value of computationally expensive two-week891

simulations if comparisons with observations are an objective. Nudging the domain-mean892

profiles to large-scale conditions as done in sensitivity tests here is one means of preventing893

drift. An exhaustive closure approach [e.g., Fridlind and Jacobson, 2003] would be to use894

an ensemble of large-scale forcings that includes uncertainties of inputs to the variational895

analysis [e.g., Hume and Jakob, 2007]. A companion TWP-ICE SCM intercomparison896

study considers such uncertainty in the surface precipitation rate input (Laura Davies,897

manuscript in preparation).898

6. Differences across the simulation ensemble arise noticeably from multiple sources, in-899

cluding treatments of dynamics, microphysics, and radiation. Compared with 2D models,900

the 3D models tend to produce higher peak rain rates and IWP/LWP ratios (Figures 4c901

and 11), consistent with past studies finding stronger updrafts and larger vertical mass902

fluxes that impact ice formation processes and increase anvil ice mass in 3D [Redelsperger903

et al., 2000; Petch and Gray , 2001; Phillips and Donner , 2006; Petch et al., 2008; Zeng904

et al., 2008]. Ensemble spread can be attributed also to microphysics scheme (see 2–4905
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above), consistent with past CRM studies [e.g., Wu et al., 1999; Grabowski et al., 1999;906

Redelsperger et al., 2000; Xu et al., 2002; Xie et al., 2005; Morrison et al., 2009; Fan et al.,907

2010b; Luo et al., 2010; Bryan and Morrison, 2011]. Prognosing droplet number concen-908

tration, an important advance for incorporating aerosol effects on cloud properties, did909

not produce systematically distinguishing effects across the ensemble here, for instance in910

IWP, radiative fluxes, or domain-mean water-drop effective radius (e.g., DHARMA-2M,911

EULAG, MESONH-2, and SAM-2M in Figure 22), likely owing in part to differences in912

aerosol and activation treatments (see Section 3).913

7. Although the UKMO-2A simulation agrees best overall with domain-wide data914

streams (Table 3), systematic differences between observations and all simulations (e.g., in915

timing of convective area in Figure 8) suggest that better agreement of spatial and tempo-916

ral averages may not be expected using this modeling framework. Errors associated with917

neglecting advective divergence of condensate, such as the cirrus inflow following event C918

during TWP-ICE [Cohen, 2008; May et al., 2008], could be significant especially in the919

upper troposphere [Grabowski et al., 1996; Petch and Dudhia, 1998]. However, across the920

ensemble of simulations, the wide spread of stratiform fraction and its close correlation921

with OLR indicate a need for more rigorous assessment of the structural, microphysi-922

cal, and radiative properties of convective, stratiform, and anvil clouds. Analysis of such923

structural features could have been usefully extended if requested results had included924

(i) 2D TOA broadband longwave, shortwave, and relevant narrow-band radiative fluxes,925

(ii) associated 3D radiative fluxes for attribution to underlying hydrometeor distributions,926

(iii) 3D precipitation rates, and (iv) 2D surface radiative and turbulent heat fluxes.927

Returning to our first originating question, do simulations and observations agree within928

experimental uncertainties? The short answer is that although simulations reproduce929
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domain-mean surface precipitation, various cloud structural and radiative properties are930

usually not reproduced. Resulting deviations of radiative flux divergence from observa-931

tionally derived values, if not compensated by errors in surface turbulent heat fluxes, lead932

to substantial drift of predicted tropospheric conditions from those observed. System-933

atic differences between simulated and observed timing of convective structures suggest934

that periodic boundary conditions could be an important source of discrepancy. Thus935

the methodology used here does not appear sufficiently robust to reproduce the observed936

frequencies of precipitating convective cloud structures and their radiative effects in this937

case. Regardless, the wide spread of predicted stratiform fraction and closely correlated938

radiative impacts indicate a need for more rigorous assessment of the ability of models to939

reproduce the fundamental micro- and macrophysical properties of convective cloud struc-940

tures. The factors specifically controlling simulated convective and stratiform properties941

deserve further study owing to their effects on tropical dynamics, large-scale circulation942

and precipitation patterns, and climate sensitivity [e.g., Donner et al., 2001; Schumacher943

and Houze, 2003; Song and Zhang , 2011; Houze, 2004; Fu and Wang , 2009].944
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Appendix A: Data Archive

Unless otherwise indicated, all measurements used here were downloaded from the959

ACRF data archive (http://www.arm.gov). The modeling case study specification, input960

files, simulation results, and processed observational data sets produced for this study961

are also stored there (http://www.arm.gov/campaigns/twp2006twp-ice/). Archived sim-962

ulation results include scalars and profiles at 10-minute frequency, and 3D model fields963

at 3-h frequency. All model fields and processed data are archived in compliance with964

the netCDF Climate and Forecast (CF) metadata convention (http://cf-pcmdi.llnl.gov)965

version 1.3, insuring standardized metadata, variable names, and units, enhancing ease of966

use. Archived material is intended to allow the case to be run independently and results967

compared with those shown here, or users can alternatively download simulation results968

and treat them as an ensemble without running the case.969

Appendix B: Convective and Stratiform Area

We identify regions of convective and stratiform rain in observed and simulated radar970

reflectivity fields based on the textural algorithm described by Steiner et al. [1995], with971

the added requirement that reflectivity be at least 0 dBZ at 6 km elevation in stratiform972

columns to avoid inclusion of isolated shallow convection as stratiform outflow. Adding973

such an echo requirement aloft (whether 0 or 5 dBZ at 6 or 8 km) exposed strong correla-974
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tions of identified stratiform area with both OLR and RSR across the simulation ensemble975

that were otherwise absent. Thus echo aloft provides an efficient proxy for stratiform struc-976

tural properties that are closely associated with radiative fluxes. To treat observations977

and models identically, we linearly interpolate model fields of equivalent reflectivity (Ze)978

to obtain a single slice at an elevation of 3 km and degrade model resolution to 2.5-km979

horizontal resolution in a manner that conserves Ze. Reflectivities weaker than 0 dBZ980

are set to missing values in both model and C-POL fields. We then apply the three-step981

algorithm to identify convective pixels as described by Steiner et al. [1995, Section 2c],982

where background intensity considered in steps two and three is averaged over values of983

dBZ ≥ 0 (Ze ≥ 1). Since the optimal step-wise algorithm coefficients reported by Steiner984

et al. [1995] were developed using the same instrument, location, and meteorological con-985

ditions, we consider them adequate for our purpose of comparing observed and simulated986

structures despite the reduction in resolution from 2 km (used in their study) to 2.5 km987

(the resolution at which C-POL data are archived). A more detailed analysis of convective988

and stratiform rain structures in 3D simulations is made by Varble et al. [2011], where989

the algorithm for identifying convective and stratiform regions differs slightly, including990

exclusion of all columns with 2.5-km reflectivity <5 dBZ and no echo requirement aloft991

in stratiform columns.992
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Table 1. Sounding array sites defining the TWP-ICE pentagonal domain (see Figure 1).

Site Name Latitude Longitude
Mount Bundy -13.2287 131.1355
Ship -12.4 129.8
Garden Point -11.4089 130.4167
Cape Don -11.3081 131.7651
Point Stuart -12.5858 131.7609
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Table 2. Model parameters.

Dom.a $x $zb Microphys. Prognostic Ice Nucleation Sens.
Model Dim. (km) (m) (m) Ref.c Microphys. Var.d Mechanismse Testf

DHARMA-1 3 176 900 100–250 G99 qc qr qs qg I H
√

DHARMA-2M 3 176 900 100–250 M09 qc qr qi qs qg Nc Nr Ni Ns Ng D C I H M S
EULAG-2 2 200 1000 100–300 M08 qc qr qi Nc Nr Ni RMFi D C I H M S

√

ISUCRM-2 2 600 3000 100–1000 K76 qc qr qs qg Ns Ng D
MESONH-1 3 192 1000 100–250 P98 qc qr qi qs qg D H
MESONH-2 3 192 1000 100–250 P02 qc qr qi qs qg Nc Nr Ni D C H A M
SAM-2M 3 192 1000 100–400 M09 qc qr qi qs qg Nc Nr Ni Ns Ng D C I H M S

√

UKMO-2A 3 176 900 225–500 B06 qc qr qi qs qg Ni D C H M
UKMO-2B 3 176 900 225–500 B06 qc qr qi qs qg Ni Ns Ng D C I H M S
UKMO-2M 3 176 900 225–500 M09 qc qr qi qs qg Nr Ni Ns Ng D C I H M S

a Domain footprint is square for 3D models.
b Range of model layer depths between surface and typical tropopause elevation of 17 km.
c Microphysics references: G99 = Grabowski [1999], M09 = Morrison et al. [2009], M08 = Morrison and Grabowski [2008b] (see
also Section 3), K76 = Koenig and Murray [1976], P98 = Pinty and Jabouille [1998], P02 = Pinty [2002], and B06 = Brown and
Heymsfield [2006].
d Prognostic microphysical variables: respective mixing ratios and number concentrations of cloud water (qc, Nc), rain (qr, Nr),
ice (qi, Ni), snow (qs, Ns), and graupel (qg, Ng). In EULAG-2, cloud ice includes all ice types and is characterized by rimed mass
fraction (RMFi). e Ice crystal formation mechanisms (see Section 3): D = deposition and condensation nucleation (may be used
for diagnostic Nc), C = contact nucleation, I = immersion nucleation, H = homogeneous freezing of cloud or rain drops, A =
aerosol freezing (homogeneous), M = Hallett-Mossop ice multiplication, S = snow breakup.
f Optional sensitivity test submitted (see Section 2, item 9).
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Table 3. Agreement (
√

), overestimation (+) or underestimation (−) of seven simulated quan-

tities compared with the range of domain-wide observational data plus and minus uncertainties

during the active monsoon period (19.5–25.5).

I II III IV V VI VII
Simulation Prec.a Areab Conv.c Strat.c IWPd OLRe RSRf

DHARMA-1
√

+ + + + +
√

DHARMA-1s
√

+ + − + +
√

DHARMA-2M
√

+ + + + +
√

EULAG-2
√

+ + +
√

EULAG-2s
√

+ + +
√

ISUCRM-2
√

+ + +
MESONH-1

√
+ + − + +

√

MESONH-2
√

+
√ √

+ + −
SAM-2M

√
+ + +

√ √

SAM-2Ms
√

+ + + + −
UKMO-2A

√ √
+ +

√ √

UKMO-2B
√

+ + + + −
UKMO-2M

√
+ + +

√ √

a Mean surface precipitation rate versus C-POL with uncertainty of 25% (cf. Section 4.1,

Figure 5).

b Total occurrence frequency of precipitation rates exceeding 0.2 mm h−1 at 2.5-km elevation

and 2.5-km resolution versus C-POL range of 0.21–0.28 (cf. Section 4.1, Figure 6a).

c Fractional area of convective and stratiform rain in 3D models versus C-POL (using the

algorithm described in Appendix B) with uncertainties of 20% and 5%, respectively (cf.

Section 4.1, Figure 9).

d Ice water path versus 3D-IWC with uncertainty of 20% (cf. Section 4.9, Figure 11).

e TOA outgoing longwave radiation (OLR) versus VISST (same as large-scale forcing data set)

with uncertainty of 5% (cf. Section 4.3, Figure 9).

f TOA reflected shortwave radiation (RSR) versus the large-scale forcing data set (based on

VISST) with uncertainty of 15% (cf. Section 4.3, Figure 22).
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Figure 1. The TWP-ICE observational domain, with sounding array locations enclosing a

pentagonal area of roughly 31,000 km2. Latitude and longitude of each radiosonde site listed in

Table 1.
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Figure 2. Mean profiles of aerosol number concentration in three size cuts (left) and de-

rived trimodal size distributions as a function of elevation (right) based on ACTIVE in situ

measurements as described by Fridlind et al. [2010] (see Section 2).
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Figure 3. Leading terms in the water vapor budget profiles over the active monsoon period

(left) and the suppressed monsoon period (right) from the DHARMA-2M baseline simulation ex-

ample: net flux convergence from large-scale (LS) vertical advection, net condensation (including

deposition and sublimation), local vertical mixing (including resolved and subgrid-scale), and LS

horizontal advection.
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Figure 4. Precipitation rates: simulated 3-h domain mean at the surface compared with large-

scale forcing data derived from 2.5-km C-POL retrievals (a), simulated 10-min domain mean

at 2.5-km elevation compared with C-POL retrievals (b), simulated 10-min domain maximum

at 2.5-km elevation and 2.5-km horizontal resolution compared with C-POL retrievals (c), and

simulated 1-h domain maximum at the surface at 55-km horizontal resolution compared with

ECMWF analyses and C-POL (d). Listed in parentheses are the mean and maximum of plotted

values.
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Figure 5. Simulated surface precipitation rate versus liquid water path (LWP, defined as cloud

plus rain water). Values averaged over active and suppressed monsoon periods, respectively (see

Figure 4). Degree of correlation is given as the Spearman rank coefficient. Precipitation rate

from C-POL retrievals (dotted lines) shown with estimated uncertainty range (shading).
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Figure 6. Precipitation rate statistics simulated and observed at 2.5-km resolution and 2.5-

km elevation. Shaded section of first bar in each range indicates minimum and maximum area

considering uncertainties in C-POL retrievals (see Section 4.1). In parentheses is summed mean

(occurrence frequency of all rates > 0.2 mm h−1).
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Figure 7. Convective (black) and stratiform (shaded) area fractions (see Appendix B) identified

at day 20.125 from C-POL measurements over the TWP-ICE domain (a) and from simulations

(b-j).
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Figure 8. Simulated and observed convective and stratiform area fractions at 2.5-km elevation

and 2.5-km resolution. Listed in parentheses are the mean and maximum of plotted values.
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Figure 9. Stratiform area versus convective area, ice water path (IWP), and outgoing longwave

radiation (OLR). Averaging times, symbols, and Spearman rank coefficients as in Figure 5.

Domain means of convective and stratiform area fractions, OLR, and IWP from C-POL, VISST,

and 3D-IWC retrievals (dotted lines) shown with estimated uncertainty ranges (shading).
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Figure 10. Simulated non-precipitating LWP compared with MWR retrievals (a, see text),

IWP compared with 3D-IWC retrievals (b), and daytime IWP compared with VISST retrievals

(c). Listed in parentheses are the mean and maximum of plotted values. Simulation IWC

statistics listed in panel b are calculated after subsampling at the observational frequency (see

Section 4.9).
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Figure 11. IWP versus LWP (including cloud water and rain). Averaging times, symbols,

and Spearman rank coefficients as in Figure 5. Domain means of IWP derived from 3D-IWC

retrievals (dotted lines) shown with estimated uncertainty ranges (shading). Simulation IWP is

subsampled at the observational frequency (see Section 4.9).
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Figure 12. Ice water content simulated during active and suppressed periods compared

with 3D-IWC retrievals. Simulation IWC is subsampled at the observational frequency (see

Section 4.9). Symbols as in Figure 5.
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Figure 13. Latent heating rate simulated during active and suppressed periods compared with

retrievals from C-POL (normalized as described in Section 4.1). Symbols as in Figure 5.
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Figure 14. Simulated cloud cover (defined as domain fraction overlain by grid cells with

combined liquid and ice condensate excluding rain in excess of 10−6 kg kg−1) compared with the

fraction of domain grid cells identified as cloudy in VISST retrievals (a) or the opaque cloud

cover derived from TSI measurements (b). Listed in parentheses are the mean and minimum of

plotted values.
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Figure 15. Cloud fraction simulated during active and suppressed periods, where cloudy grid

cells are defined as those containing combined liquid and ice condensate excluding rain in excess

of 10−6 kg kg−1. Symbols as in Figure 5.
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Figure 16. Simulated precipitable water vapor (PWV) and mass-weighted dry and moist

static energy averaged over 0–17 km. Static energies are normalized by the specific heat of

dry air at constant pressure to obtain a troposphere equivalent temperature (cf. Blossey et al.

[2007]). Also shown are values derived from the large-scale forcing data set profiles, which differ

from simulations at day 19.5 since the first 36 h of simulations were disregarded as spin-up (see

Section 2). Listed in parentheses are the means during active and suppressed periods.
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Figure 17. Precipitable water vapor (PWV) versus rate of change in PWV. Averaging times,

symbols, and Spearman rank coefficients as in Figure 5. Domain means in the large-scale forcing

data set (dotted lines).
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Figure 18. Surface turbulent heat fluxes (latent plus sensible) and radiative flux convergence

between the surface and TOA. Also shown are values in the large-scale forcing data set based

on domain-wide observational data streams [Xie et al., 2010] and gap-filled point measurements

at the Darwin Harbor surface flux site (see Section 4.5). Listed in parentheses are the means

during active and suppressed periods.
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Figure 19. Simulated top-of-atmosphere (TOA) outgoing longwave radiation (OLR, a) and

column longwave (LW) emission (b). Column LW emission not available from the large-scale

forcing data set owing to necessary omission of net-only ship-based measurements from available

upwelling and downwelling LW fluxes. Listed in parentheses are the mean and minimum during

the active period.
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Figure 20. Simulated top-of-atmosphere (TOA) reflected shortwave radiation (RSR, a),

column shortwave absorption (b), TOA shortwave (SW) broadband albedo (c), and fractional

column SW absorptance (d). Albedo and absorptance shown only for low solar zenith angles,

as defined by instantaneous TOA downwelling SW flux > 1100 W m−2; dashed lines indicate

observationally derived high-optical-depth limits of 0.7 and 0.3, respectively [Dong et al., 2008;

McFarlane et al., 2008]. Column SW absorption not available from the large-scale forcing data

set owing to necessary omission of net-only ship-based measurements from available upwelling

and downwelling SW fluxes. Listed in parentheses are the mean and maximum during the active

period.
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Figure 21. Shortwave absorption and longwave emission simulated during the active period.

Symbols as in Figure 5.
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Figure 22. Top-of-atmosphere reflected shortwave radiation (TOA RSR) versus TOA outgo-

ing longwave radiation (OLR, top row, dashed lines are 1:1 drawn through the intersection of

observational values plus and minus their uncertainties), daytime SW albedo versus stratiform

area fraction (middle row), and daytime LWP versus liquid optical depth (bottom row, dashed

lines indicate domain-mean effective radius, defined as 1.5·LWP/(ρw·OD), of 25 µm and 50 µm).

Averaging times, symbols, and Spearman rank coefficients as in Figure 5. Domain means of RSR

and OLR from large-scale forcing data set (derived from VISST retrievals), daytime SW albedo

directly from VISST retrievals, and stratiform area fraction from analysis of C-POL data shown

with dotted lines and uncertainty ranges (shading).
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